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ABSTRACT

WaveNet has shown its great potential as a direct conversion
model in voice conversion. However, due to the model com-
plexity, WaveNet always requires a large amount of train-
ing data, which has limited its applications in voice conver-
sion, where training data is scarce. In this paper, we pro-
pose a WaveNet adaptation method that effectively reduces
the need of adaptation data. We first train a speaker indepen-
dent WaveNet conversion model with multi-speaker dataset.
Adaptation is then applied with limited target speaker’s data.
Specifically, singular value decomposition (SVD) is applied
to dilated convolution layers of WaveNet to reduce the num-
ber of parameters, which makes adaptation more effective
with limited data. Experiments conducted on CMU-ARCTIC
and CSTR-VCTK corpus show that the proposed method out-
performs baseline methods in terms of both quality and simi-
larity.

Index Terms— Voice Conversion (VC), WaveNet adap-
tation, Singular Value Decomposition (SVD)

1. INTRODUCTION

Voice conversion (VC) aims to modify speech signal of a
source speaker to sound like that of a target speaker with-
out changing the linguistic content. A traditional voice con-
version framework consists of feature extraction, feature con-
version and speech generation. Various feature conversion
approaches have been proposed to transform spectral feature
from source speaker to target speaker, e.g. Gaussian mix-
ture model (GMM)) [1, 2], frequency warping [3, 4], exem-
plar based methods [5] and deep neural network [6,7]. At the
same time, vocoders are widely studied for speech generation,
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e.g. parametric vocoders (WORLD [8]) and neural vocoders
(WaveNet [9]). WaveNet vocoder is one of the most success-
ful implementations, which is proposed for direct waveform
modeling and generation in a data-driven manner. Its effec-
tiveness for high quality speech generation has been demon-
strated in several VC studies [10, 11]. Recently, a speaker
dependent (SD) WaveNet is proposed to jointly optimize the
feature conversion and speech generation [12].

Despite the recent progress, the quality of generated
speech depends very much on the amount of training data.
In order to improve the speech quality with a limited amount
of training data, average modeling approaches are proposed.
An average model is first trained with the data from multiple
speakers. Adaptation is then applied on the average model
towards the target speaker with a small amount of data. In
practice, different techniques are employed for such model
adaptation. For example, maximum a posterior (MAP) ap-
proach [13], eigenvoice based approach [14] and i-vector
based approach [15]. In [16], a phonetic posteriorgram (PPG)
based average modeling approach (AMA) is proposed, where
both feature- and model-based AMA are investigated. To
further improve the naturalness of the generated speech,
WaveNet adaptation is also investigated [17, 18].

In this paper, we propose an effective WaveNet adapta-
tion method for voice conversion with limited data. Inspired
by [12], the proposed method makes use of WaveNet to map
the PPG to the waveform samples directly. Instead of train-
ing an individual model for each target speaker [12], we
first train a speaker independent (SI) WaveNet model with
multiple speaker’s data. Adaption is then applied to the SI
WaveNet towards the target speaker with a small amount of
target speech. Specifically, the singular value decomposi-
tion (SVD) technique is employed to reduce the number of
WaveNet parameters, which effectively improve the perfor-
mance of WaveNet adaptation with limited data. Moreover,
the WaveNet is trained between PPGs and the corresponding
time-domain speech signals of the same speaker. Hence, only
target speech is required for adaptation. The experimental
results show that our proposed method can improve the VC
results on both quality and similarity with limited data.



2. VOICE CONVERSION WITH WAVENET

2.1. WaveNet vocoder framework

WaveNet vocoder [9] is an auto-regressive model that aims to
directly generate raw audio signals conditioned on the acous-
tic features. In order to model time-domain audio signals ef-
fectively, WaveNet vocoder employs an architecture based on
a stack of dilated convolution layers and a gated activation
unit to learn the joint probability over a sequence of wave-
form samples. Residual and skip connections are utilized to
speed up the convergence and deep model training.

2.2. Voice Conversion with WaveNet

WaveNet has been successfully used as a vocoder in voice
conversion, where a feature conversion model is trained for
spectral feature transformation, that is followed by a speaker
dependent (SD) WaveNet vocoder [10] or adapted WaveNet
vocoder [17, 18] for converted speech generation.

In [17], an average model adaptation approach on both
feature conversion model and WaveNet vocoder is proposed.
This system consists of three steps: average model training,
average model adaptation and run-time conversion. Dur-
ing training stage, two average models are first trained with
a multi-speaker corpus. Specifically, a feature conversion
model is trained to model the relationship between PPG fea-
tures and acoustic features, while a speaker independent (SI)
WaveNet vocoder is trained to reconstruct speech signals
from acoustic features. During adaptation, both averaged
feature conversion model and SI WaveNet vocoder are fine-
tuned with the the same small amount of adaptation data from
the target speaker. At run-time, the PPG features extracted
from source speech are first converted by averaged feature
conversion model. The converted features are then taken
by the adapted WaveNet vocoder to generate the converted
speech signals.

3. EFFECTIVE WAVENET ADAPTATION FOR
VOICE CONVERSION

3.1. WaveNet model for voice conversion

An SI model trained with multi-speaker corpus captures the
common characteristics of multiple speakers. It generally
requires less data to adapt an SI model towards the target
speaker than to train a speaker dependent model from scratch.

Inspired by [12], we introduce a novel average modeling
approach using WaveNet to jointly optimize the feature con-
version and speech generation process. The proposed frame-
work departs from previous adaptation-based approaches [17,
18] where the feature conversion model and speech gener-
ation model are trained separately. It utilizes the phonetic
posteriorgrams (PPG) as a local condition to generate time
domain speech signal directly.

The proposed framework consists of three steps: speaker
independent (SI) WaveNet conversion model training, SI
WaveNet model adaptation and run-time conversion.

Fig 1 shows the training process of the SI WaveNet con-
version model. We first extract PPG from multiple speaker’s
corpus to represent the linguistic content of the speech. The
first dimension of mel-cepstral coefficients is used to control
the energy contour of the generated speech. F0 in logarith-
mic domain (log f0) and voiced/unvoiced (V/UV) flag fea-
tures are also extracted to represent the prosody. As BAPs are
shown useful for waveform reconstruction [19], BAPs and the
above features are concatenated to form a vector as the input
of SI WaveNet.

For a specific target speaker, we adapt the SI WaveNet
conversion model with a small amount of target speaker’s
data. At run-time conversion, we first extract PPG, energy,
log f0, V/UV flag and BAPs features from a source speech.
A linear transformation is performed to obtain the converted
log f0 as follows.

log f0y = (log f0x − µx) ∗ (
σy
σx

) + µy, (1)

where µx and σx are the mean and variance of the source
speaker’s log f0, respectively. µy and σy are the mean and
variance of the target speaker’s log f0. log f0x and log f0y
are the source and converted f0 in logarithmic domain, re-
spectively. The converted log f0y together with other ex-
tracted features are are then taken by the adapted WaveNet
conversion model as the input to generate converted speech.

3.2. WaveNet factorization with SVD for adaptation

The model complexity is another factor which affects the data
requirement for adaptation. To reduce the model complexity,
in [20], we proposed a data-efficient SD WaveNet vocoder.
We applied the SVD technique to factorize WaveNet vocoder,
which reduced the number of parameters significantly. Com-
pared with original SD WaveNet vocoder, the factorized SD
WaveNet vocoder maintained similar performance, in terms
of both quality and similarity, while using much less training
data. We propose to apply the SVD technique in SI WaveNet
to reduce the model complexity.

As shown in Fig. 1, SVD technique is applied to factorize
the WaveNet. Specifically, a 1× 1 convolution layer is added
after each dilated convolution layer of WaveNet to reduce the
number of model parameters. Consequently, we reduce the
required amount of target speech for adaptation.

4. EXPERIMENTAL SETUP

4.1. Database and feature extraction

Both CMU-ARCTIC [21] and CSTR-VCTK [22] databases
were used in the experiments. CSTR-VCTK database, con-
sisting of 44 hours speech from 109 speakers, was used for
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Fig. 1. Diagram of the training process of proposed effective SI WaveNet adaptation for voice conversion. In the red box,
WaveNet is factorized by inserting a 1× 1 convolution layer after each dilated convolution layer, which reduces the parameters
of WaveNet. By reducing the number of parameters, we use less data for effective adaptation of WaveNet.

all the SI model training. Voice conversion experiments were
conducted on CMU-ARCTIC database. Four speakers were
selected, including two male speakers (bdl and rms) and two
female speakers (clb and slt). Voice conversion was carried
out between following pairs: clb to bdl, clb to slt , rms to
bdl and rms to slt. For each system, we selected 20 and 50
sentences for adaptation, while another 20 non-overlap utter-
ances were used for evaluation. All audio files were down-
sampled to 16 kHz.

WORLD vocoder [8] was employed to extract 513 dimen-
sional spectrum, 1 dimensional aperiodicity coefficient and 1
dimensional f0 with 5ms frame shift. Then 40 dimensional
mel-cepstral coefficients (MCCs) were calculated from spec-
trum using speech signal processing toolkit (SPTK) 1. 42-
dimensional phonetic posteriorgram (PPG) features were ex-
tracted by the PPG extractor trained on the Wall Street Journal
corpus (WSJ) [23].

4.2. Systems and setup

• AMA-WORLD: This is the average modeling approach
for voice conversion with WORLD vocoder. The AMA [16]
consists of one feed-forward layer and two long short-term
memory layers. Each hidden layer consists of 1024 units.
The network input is PPG features (42-dim); While the
output is acoustic feature (127-dim), consisting of the
V/UV flag (1-dim) combining with MCC (40-dim), log f0
(1-dim) and aperiodicity (1-dim) with their dynamic and
accelerate features.

• AMA-WaveNet: We use the same setting as AMA-
WORLD except that the adapted WaveNet vocoder is used
for speech generation [17].

• WaveNet-adp: The proposed WaveNet adaptation voice
conversion system. The PPG (42-dim), energy (1-dim), 3

1https://sourceforge.net/projects/sp-tk/

dimensional log f0 (static, delta and delta delta) together
with the aperiodicity (1-dim) and the voiced/unvoiced/
(V/UV) flag (1-dim) are used as the local condition input
of the WaveNet.

• WaveNet-SVD-adp: We use the same setting as WaveNet-
adp except that SVD is applied to WaveNet to reduce the
model parameters.

All the WaveNet model consists of 30 dilated convolution
layers, which are divided into 3 blocks, with 10 dilated convo-
lution layers in each block. The hidden units of residual con-
nection and skip connection are set to 256. The networks are
trained using the Adam optimization method with a constant
learning rate of 0.0001 for 600,000 steps. The mini-batch size
is 14,000 samples. The speech is encoded by 8 bits µ-law.

5. EVALUATIONS

5.1. Objective evaluation

We use root mean squared error (RMSE) to evaluate distortion
between the target and converted speech. A lower RMSE in-
dicates a smaller distortion. Given a speech frame, the RMSE

is calculated as RMSE =

√
1
F

∑F
f=1

(
20 log10

|Y (f)|
|X(f)|

)2
,

where, |X(f)| and |Y (f)| represent the magnitude of synthe-
sized speech and natural speech at f -th frequency bin, respec-
tively. F is the number of frequency bins.

Table 1 shows the average RMSE results for different
systems. With 20 adaptation utterances, we observe that
the proposed WaveNet-SVD-adp outperforms both AMA-
WaveNet and WaveNet-adp baselines. When the number of
adaptive data increases to 50, the RMSE of WaveNet-adp
decreases from 15.62 dB to 14.15 dB, and achieves similar
performance of WaveNet-SVD-adp (14.21 dB). This sug-
gests that WaveNet factorized with SVD is more effective for



Table 1. Comparison of average RMSE (dB) for different
systems.

System Utterances Vocoder RMSE
AMA-WORLD 20 WORLD 13.50
AMA-WaveNet 20

WaveNet

14.31
WaveNet-adp 20 15.62

WaveNet-adp (50) 50 14.15
WaveNet-SVD-adp 20 14.21

adaptation with limited data.
We also notice that AMA-WORLD achieves the lowest

RMSE. RMSE is an indirect measurement. It has been ob-
served that conventional vocoders usually give a lower RMSE
than those with WaveNet vocoder [11].

5.2. Subjective evaluation

For subjective evaluation, we first conducted AB and XAB
preference tests to assess speech quality and speaker similar-
ity. Then multiple stimuli with hidden reference and anchor
(MUSHRA) [24] is utilized to evaluate our models. For each
system, 20 samples were randomly selected from the 80 con-
verted samples for listening tests. 10 listeners participated in
all listening tests.

Fig. 2. Quality preference tests of converted speech samples
with 95% confidence intervals of different systems for (a)
WaveNet-SVD-adp vs AMA-WaveNet, (b) WaveNet-SVD-
adp vs WaveNet-adp, (c) WaveNet-SVD-adp vs WaveNet-adp
(50).

Fig. 3. Similarity preference tests of converted speech
with 95% confidence intervals for (a) WaveNet-SVD-adp vs
AMA-WaveNet, (b) WaveNet-SVD-adp vs WaveNet-adp, (c)
WaveNet-SVD-adp vs WaveNet-adp (50).

Fig. 2 shows the quality preference results of AB tests.
With 20 adaptation utterances, as shown in Fig. 2 (a) and
(b), WaveNet-SVD-adp outperforms AMA-WaveNet and
WaveNet-adp. When the number of adaptation utterances
increases to 50, WaveNet-SVD-adp is close to WaveNet-adp
(50), they are not significantly different as observed in Fig. 2
(c).

Fig. 3 shows the similarity preference results of XAB
tests. The similarity results are consistent with that of
AB test. We observe that WaveNet-SVD-adp outperforms
AMA-WaveNet and WaveNet-adp. WaveNet-SVD-adp and
WaveNet-adp (50) are not significantly different in terms of
speaker identity.

MUSHRA Score

AMA-WORLD

WaveNet-SVD-adp

WaveNet-adp (50)

Natural

WaveNet-adp

AMA-WaveNet

Fig. 4. MUSHRA scores with 95% confidence intervals on
speech quality of waveforms reconstructed with different sys-
tems.

The results of MUSHRA listening test are shown in
Fig. 4. Given 20 utterances for adaptation, listeners favor
AMA-WaveNet more than WaveNet-adp. After applying
SVD on WaveNet, WaveNet-SVD-adp outperforms clearly
other systems with 20 utterances for adaptation. MUSHRA
scores of WaveNet-SVD-adp and WaveNet-adp (50) fall into
each other’s confidence intervals, which means that they are
not significantly different.

Therefore, we conclude that the SI WaveNet conversion
model factorized with SVD is more effective with limited
data for adaptation. The synthesized samples with different
systems can be found from the website 2.

6. CONCLUSIONS

In this study, we propose an effective WaveNet adaptation
method for voice conversion. The proposed method utilizes a
speaker independent WaveNet to map the PPG to waveform
directly, Singular value decomposition is employed to reduce
the model complexity, which further reduce the data require-
ment of target speaker. The experimental results demonstrate
that our proposed method outperforms the baseline methods
with limited data in terms of quality and similarity.

2https://dhqadg.github.io/WaveNet-VC/
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